
 

 

Page 1 of 9 

NATIONAL UNIVERSITY OF LESOTHO 

MSc EXAMINATIONS 

EC6507 – Advanced Econometrics Theory and Practice 

 

January 2024                          100 Marks                                    3 Hours 

 

 

INSTRUCTIONS: 

 

1) Answer Question one and any other three questions 

2) Explain your answers and show workings (useful information is provided in the appendix). 

3) Students are allowed to use calculators and statistical tables. However, no additional material 

should be brought into and used in the examination. 
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Question 1 

a. The Russian Ukraine war led to several external shocks in many economies across the 

globe. This is not unrelated to the fact that Russia and Ukraine export nearly a third of the 

world’s wheat and barley and more than 70 percent of its sunflower oil. The war disrupted 

global supply chains across many countries in Africa that are largely self in-sufficient in 

food such as Lesotho. In relation to this,  

i. State a valid research question and objective that applies to the Lesotho economy 

           [2] 

ii. Specify the economic or conceptual model     [2] 

iii. Specify the econometric model       [2] 

iv. Specify the null and alternative hypothesis     [2] 

v. Specify the nature and source of data required for such a study  [2] 

vi. Explain whether panel data and spatial data can be employed for this study [2] 

vii. What kind of model will you be estimating?     [2] 

viii. How will you justify the variables that you will be selecting?   [2] 

ix. What are the dangers with omitting a variable on one hand and over-specifying a 

model on the other hand. In your view, which is worse?   [4] 

 

b.  Likotsi, Libuseng and Hlalefang investigated the expenditure pattern for Lesotho 

consumers using a sample of 6334 households in the 2021 Lesotho Consumer Expenditure 

Survey. They performed the following three regressions. The first regression shows the 

result of regressing 𝑳𝑮𝑭𝑫𝑯𝑶, the logarithm of annual household expenditure on food 

eaten at home, on 𝑳𝑮𝑬𝑿𝑷, the logarithm of total annual household expenditure, and 

𝑳𝑮𝑺𝑰𝒁𝑬, the logarithm of the number of persons in the household. The second regression 

shows results of regressing 𝑳𝑮𝑭𝑫𝑯𝑶𝑷𝑪, the logarithm of food expenditure per capita 

(𝑭𝑫𝑯𝑶/𝑺𝑰𝒁𝑬) on 𝑳𝑮𝑬𝑿𝑷𝑷𝑪, the logarithm of total expenditure per capita (𝑬𝑿𝑷/𝑺𝑰𝒁𝑬). 

The third regression shows results of 𝑳𝑮𝑭𝑫𝑯𝑶𝑷𝑪 regressed on 𝑳𝑮𝑬𝑿𝑷𝑷𝑪 and 𝑳𝑮𝑺𝑰𝒁𝑬. 

The STATA output results of the three regressions they performed are shown in Appendix 

I below. 

i. Explain why the second model is a restricted version of the first, stating the 

restriction.          [4] 
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ii. Perform an 𝐹 𝑡𝑒𝑠𝑡 of the restriction. Use 1 percent level of confidence.  [5] 

iii. Perform a 𝑡 𝑡𝑒𝑠𝑡 of the restriction. Use 1 percent level of confidence.  [4] 

iv. Summarize your conclusions from the analysis of the regression results.  [7] 

Question 2 

a. Assume that you want to estimate the relationship between the age of the CEO and stock 

market return using the regression model based on a sample containing cross sectional data 

for 100 companies in 2023. In the sample you find that your data for age of the CEOs all 

happen to be in the range 45-47. Will this be a concern? Explain why or why not? [4] 

b. Increasing the sample size is said to alleviate multicollinearity problem by reducing the 

degree of micro-numerosity.   

i. But what about increasing samples by identical observations?   [3]  

ii. What happens to the variance of the coefficients?    [3] 

iii. Comment on the claim that more data is no remedy for the multi-collinearity problem 

if the data are simply "more of the same".     [3]  

iv. What is the biggest danger with multicolinearity?    [3] 

c. The variance of the estimator is derived as  

𝑉𝑎𝑟[𝛽̂|𝑋] = 𝐸 [(𝛽̂ − 𝛽)(𝛽̂ − 𝛽)
T

] = 𝜎2(𝑋𝑇𝑋)−1 

Where, the assumptions of homoscedasticity and zero autocorrelation is used in the 

derivation. State and explain the assumptions for homoscedasticity and autocorrelation that 

validate this expression.        [4] 

Question 3 

a. Mahapa, Matseliso and Mpho investigating whether government expenditure tends to 

crowd out investment fits the regression (standard errors in parentheses): 

𝑰̂ =
𝟏𝟖. 𝟏𝟎
(𝟕. 𝟕𝟗)

−
𝟏. 𝟗𝟕

(𝟎. 𝟏𝟒)
𝑮 +

𝟎. 𝟑𝟔
(𝟎. 𝟎𝟐)

𝒀                                                 𝑹𝟐 = 𝟎. 𝟗𝟗 

where 𝑮 is government recurrent expenditure, 𝒀 is gross domestic product and 𝑰  is 

investment. Instead Nkobolo, Tlhalefo and Ntsoaki run the following regressions as 

alternative specifications of the model ran above (standard errors in parentheses): 
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𝑰̂

𝑷
= −

𝟎. 𝟎𝟑
(𝟎. 𝟐𝟖)

𝟏

𝑷
−

𝟎. 𝟔𝟗
(𝟎. 𝟏𝟔)

𝑮

𝑷
+

𝟎. 𝟑𝟒
(𝟎. 𝟎𝟑)

𝒀

𝑷
                          𝑹𝟐 = 𝟎. 𝟗𝟕 

 

𝑰̂

𝑷
=

𝟎. 𝟑𝟗
(𝟎. 𝟎𝟒)

+
𝟎. 𝟎𝟑

(𝟎. 𝟒𝟐)

𝟏

𝒀
−

𝟎. 𝟗𝟑
(𝟎. 𝟐𝟐)

𝒀

𝑷
                                   𝑹𝟐 = 𝟎. 𝟕𝟖 

𝒍𝒐𝒈 𝑰̂ = −
𝟐. 𝟒𝟒

(𝟎. 𝟐𝟔)
−

𝟎. 𝟔𝟑
(𝟎. 𝟏𝟐)

𝒍𝒐𝒈 𝑮 +
𝟏. 𝟔𝟎

(𝟎. 𝟏𝟐)
𝒍𝒐𝒈 𝒀         𝑹𝟐 = 𝟎. 𝟗𝟖 

 

where 𝑮, 𝒀, and 𝑰 are as before and 𝑷 is population. 

In each case the regression is run again for the subsamples of observations with the 11 

smallest and 11 greatest values of the sorting variable, after sorting by 𝑮 𝒀⁄ , 𝒀 𝑷⁄  and 𝐥𝐨𝐠  𝒀, 

respectively.  The residual sums of squares are as shown in table 1. 

Table 1 

 𝟏𝟏 𝒔𝒎𝒂𝒍𝒍𝒆𝒔𝒕 𝟏𝟏 𝒍𝒂𝒓𝒈𝒆𝒔𝒕 

(𝟏) 𝟏. 𝟒𝟑 𝟏𝟐. 𝟔𝟑 

(𝟐) 𝟎. 𝟎𝟐𝟐𝟑 𝟎. 𝟎𝟏𝟓𝟓 

(𝟑) 𝟎. 𝟓𝟕𝟑 𝟎. 𝟏𝟓𝟓 

 

Perform a Goldfeld–Quandt test at 1 percent level of confidence for each model 

specification and discuss the merits of each specification.     [14] 

Is there evidence that investment is an inverse function of government expenditure? 

 [1] 

 
b. Rabeah, Mamanyena and Mamazondo save the residuals from the full-sample regression 

in (a) and regress their squares on 𝑮, 𝒀, their squares, and their product. The STATA output 

results are shown in Appendix II below. Perform a White test for heteroskedasticity at 1 

percent level of confidence.         [5] 
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Question 4 

a. Describe all the steps that are carried out when running a two stage least square (2SLS) 

regression with one endogenous variable, one exogenous variable and one instrument.  

[5] 

b. What are the identification classifications of parameters in regression and briefly explain 

them?            [6] 

c. What are the two conditions that a valid instrument must satisfy?    [2] 

d. Mohapi, Mabela and Nthabeleng perform an OLS regression of the logarithm of hourly 

earnings on 𝑺, 𝑬𝑿𝑷, 𝑨𝑺𝑽𝑨𝑩𝑪, 𝑴𝑨𝑳𝑬, 𝑬𝑻𝑯𝑩𝑳𝑨𝑪𝑲S and  𝑬𝑻𝑯𝑯𝑰𝑺𝑷 using EAWE 

data set and an IV regression using 𝑺𝑴, 𝑺𝑭, and 𝑺𝑰𝑩𝑳𝑰𝑵𝑮𝑺 as instruments for 𝑨𝑺𝑽𝑨𝑩𝑪. 

The STATA outputs of the two regressions (IV and OLS) are shown in Appendix III below. 

Perform a Durbin–Wu–Hausman test at 5 percent confidence to evaluate whether 𝑨𝑺𝑽𝑨𝑩𝑪 

appears to be subject to measurement error.       [7] 

 

Question 5 

a. What is autocorrelation and why is it a problem in time series data?   [2] 

b. What is an autoregressive (AR) model, distributed lag (DL) model and autoregressive 

distributed lag (ADL) model. Give an example of each in terms of 𝑿 and 𝒀, where 𝒀 is the 

dependent variable and 𝑿 is the independent variable.     [3] 

c. The tables in Appendix IV show the Eviews output results of a regression model explaining 

the relationship between food consumption and disposable income. Using the Eviews 

output results results in Appendix IV, perform the Breusch-Godfrey test for autocorrelation 

at 1 percent level of confidence.        [7] 

d. Using the same results in Appendix IV, perform the Durbin-Watson test for autocorrelation 

at 1 percent level of confidence.       [8] 
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APPENDICES 

 Appendix I 
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Appendix II 

 
Appendix III 
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Appendix IV 

 

 


